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Performance	Tools	

§  Mostly	talking	about	non-commercial	tools	
§  Tools	that	lots	of	us	hack	up	to	look	at	performance	issues	

§  MPI	and	node	data	
–  Interfaces	like	PAPI	and	mpip		

§  Hoping	not	to	have	to	learn	intricacies	of	complicated	performance	tool	
§  Tool	doesn’t	quite	do	what	we	want	it	to	
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PMUs	and	Performance	Counters	(1)	

§  PMUs	on	CPUs	are	all	different	
§  Implement	different	events	

§  “Architected”	PMUs	provide	subset	of	base	events	across	model	lines	

§  Names	of	idenYcal	events	can	differ			
§  Different	number	of	physical	counters	

§  Divided	amongst	threads	

§  Significant	errata	in	PMU	behavior	
§  But	info	o\en	not	propagated	to	end	user	

§  Event	mapping	tables	
§  Connects	event	name	and	qualifiers	to	hardware	register(s)	configuraYon(s)	
§  Some	change	frequently	(Intel’s	h]ps://download.01.org/perfmon/)	
§  Some	hardly	get	updated	or	are	community	supported	(papi_presets)	
§  Kernel	contains	some	events	with	compile	Yme	mappings	(perf	list)		

§  If	hardware	requires	a	change,	no	way	to	update	map,	either	can’t	access	event	or	may	return	
strange	results			
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PMUs	and	Performance	Counters	(2)	

§  DocumentaYon	is	spo]y	at	best,	inaccurate	at	worst	
§  Hard	to	really	be	sure	of	precisely	what	you’re	counYng	without	

invesYgaYon,	someYmes	microbenchmarking		
§  EX:	Events	commonly	counted	at	issue,	so	many	overcount	due	to	
speculaYon	and	re-issue	(e.g,	SNB	and	IVB	FP	events)	
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PAPI	Presets	vs	NaYve	Events	

§  Presets	offer	portability…	sort	of	
§  Event	names	consistent	across	plahorms,	but	may		map	to	different	

underlying	naYve	events,	as	best	effort	
§  ParYcular	event	may	not	actually	count	same	behavior	across	systems	
§  	ParYcular	event	on	single	system	may	not	count	what	event	name	
reflects	

–  SNB:	PAPI_DP_OPS	–	Counts	DP	FP	add	and	mulYply,	but	not	divide	
instrucYons	(separate	counter	for	that)	

»  Use	papi_decode	–a	to	see	what	presets	count	
»  Decode	libpfm	events	using	showevYnfo	from	libpfm	
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Takeaways	

§  If	using	performance	counters	directly	
§  Don’t	use	presets,	use	naYves	
§  Be	sure	you	know	what	you’re	counYng		

§  Performance	tools	(commercial	and	home-grown)	access	PMUs	
§  Restricts	cross-plahorm	usage	
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Perfminer	
	Property	of	MinimalMetrics	and	SNL	
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Perfminer:	Performance	Analysis	
§  Performance	Analysis	

§  First	line	support	tool	for	performance	invesYgaYons	
§  Low-overhead,	scalable	with	simple	instrumentaYon	
§  “Inside-out”	performance	metrics	from	CPU,	Memory,	Network,	

Filesystem,	Power,	with	localizing	informaYon	
§  Data	is	per-thread	and	aggregated	to	all	levels	

§  Immediate,	efficient,	visual	performance	feedback	via	a	web	page	
§  Drill	down	methodology	with	click	through	to	invesYgate	further		

–  Supports	using	other	tools	
§  Enables	conYnuous	performance	regression	of	system	and	

applicaYons	
§  AcYonable	feedback	(future	development)	

§  SuggesYons	for	further	tesYng;	automaYc	generaYon	of	test	scripts	for	
Perfminer	and	potenYally	other	tools	
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Perfminer:	Performance	Analysis	
§  Performance	Analysis	

§  Modular	design		
§  Collector,	front-end,	back-end	

–  Java	web-based,	front-end	
–  Python	back	end,	
–  Schema-less	NoSQL	data	store.		

»  Data	is	easily	accessible	for	analyYcs	via	Excel,	R,	Matlab,	Python,	etc	

–  Extensible	analyYcs	with	Python	
–  	Elegant	visualizaYon	using	D3	

§  No	recompilaYon	required	
§  Easy	to	install	(few	dependencies)	and	trivial	to	use.	
§  Full	batch	system	integraYon	(coming	soon)	
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Perfminer:	Performance	as	a	Service	

§  ConYnuous	monitoring	infrastructure	
§  Can	opt	in	or	out	

§  Deliver	a	report	through	email	with	acYonable	feedback	
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Job	Info	
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Job	Info	
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Job	Info	
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Metric	CorrelaYon	
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Metric	CorrelaYon	
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Metric	CorrelaYon	
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MPI	
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	THE	END!	
	
jeacook@sandia.gov	
phil@minimalmetrics.com	
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MPI,	Outlier	DetecYon,	ProducYvity	
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